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Preface

According to Stack Overflow’s 2020 developer survey1, the best-paid 1 https://insights.stackoverflow.
com/survey/2020#work-salary-by-
developer-type-united-states

engineering roles require distributed systems expertise. That comes as
no surprise as modern applications are distributed systems.

Learning to build distributed systems is hard, especially if they are
large scale. It’s not that there is a lack of information out there. You
can find academic papers, engineering blogs, and even books on the
subject. The problem is that the available information is spread out
all over the place, and if you were to put it on a spectrum from theory
to practice, you would find a lot of material at the two ends, but not
much in the middle.

When I first started learning about distributed systems, I spent hours
connecting the missing dots between theory and practice. I was look-
ing for an accessible and pragmatic introduction to guide me through
the maze of information and setting me on the path to becoming a
practitioner. But there was nothing like that available.

That is why I decided to write a book2 to teach the fundamentals of 2 I plan to update the book regularly,
which is why it has a version
number. No book is ever perfect,
and I’m always happy to receive
feedback. So if you find an error,
have an idea for improvement, or
simply want to comment on some-
thing, always feel free to write me at
roberto@understandingdistributed.systems

distributed systems so that you don’t have to spend countless hours
scratching your head to understand how everything fits together. This
is the guide I wished existed when I first started out, and it’s based on
my experience building large distributed systems that scale to millions
of requests per second and billions of devices.

0.1 Who should read this book

If you develop the back-end of web or mobile applications (or would
like to!), this book is for you. When building distributed systems, you
need to be familiar with the network stack, data consistency models,
scalability and reliability patterns, and much more. Although you
can build applications without knowing any of that, you will end up
spending hours debugging and re-designing their architecture, learning
lessons that you could have acquired in a much faster and less painful

https://insights.stackoverflow.com/survey/2020#work-salary-by-developer-type-united-states
https://insights.stackoverflow.com/survey/2020#work-salary-by-developer-type-united-states
https://insights.stackoverflow.com/survey/2020#work-salary-by-developer-type-united-states
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way. Even if you are an experienced engineer, this book will help you
fill gaps in your knowledge that will make you a better practitioner
and system architect.

The book also makes for a great study companion for a system design
interview if you want to land a job at a company that runs large-scale
distributed systems, like Amazon, Google, Facebook, or Microsoft. If
you are interviewing for a senior role, you are expected to be able to
design complex networked services and dive deep into any vertical.
You can be a world champion at balancing trees, but if you fail the
design round, you are out. And if you just meet the bar, don’t be
surprised when your offer is well below what you expected, even if you
aced everything else.



1

Introduction

A distributed system is one in which the failure of a computer you
didn’t even know existed can render your own computer unusable.

– Leslie Lamport

Loosely speaking, a distributed system is composed of nodes that
cooperate to achieve some task by exchanging messages over communi-
cation links. A node can generically refer to a physical machine (e.g., a
phone) or a software process (e.g., a browser).

Why do we bother building distributed systems in the first place?

Some applications are inherently distributed. For example, the web
is a distributed system you are very familiar with. You access it with
a browser, which runs on your phone, tablet, desktop, or Xbox. To-
gether with other billions of devices worldwide, it forms a distributed
system.

Another reason for building distributed systems is that some applica-
tions require high availability and need to be resilient to single-node
failures. Dropbox replicates your data across multiple nodes so that
the loss of a single node doesn’t cause all your data to be lost.

Some applications need to tackle workloads that are just too big to
fit on a single node, no matter how powerful. For example, Google
receives hundreds of thousands of search requests per second from all
over the globe. There is no way a single node could handle that.

And finally, some applications have performance requirements that
would be physically impossible to achieve with a single node. Net-
flix can seamlessly stream movies to your TV with high resolutions
because it has a datacenter close to you.

This book will guide you through the fundamental challenges that
need to be solved to design, build and operate distributed systems:
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communication, coordination, scalability, resiliency, and operations.

1.1 Communication

The first challenge comes from the fact that nodes need to commu-
nicate over the network with each other. For example, when your
browser wants to load a website, it resolves the server’s address from
the URL and sends an HTTP request to it. In turn, the server returns
a response with the content of the page to the client.

How are request and response messages represented on the wire?
What happens when there is a temporary network outage, or some
faulty network switch flips a few bits in the messages? How can you
guarantee that no intermediary can snoop into the communication?

Although it would be convenient to assume that some networking
library is going to abstract all communication concerns away, in prac-
tice it’s not that simple because abstractions leak1, and you need to 1 https://www.joelonsoftware.com/

2002/11/11/the-law-of-leaky-
abstractions/

understand how the stack works when that happens.

1.2 Coordination

Another hard challenge of building distributed systems is coordinating
nodes into a single coherent whole in the presence of failures. A fault
is a component that stopped working, and a system is fault-tolerant
when it can continue to operate despite one or more faults. The “two
generals” problem is a famous thought experiment that showcases why
this is a challenging problem.

Suppose there are two generals (nodes), each commanding its own
army, that need to agree on a time to jointly attack a city. There is
some distance between the armies, and the only way to communicate
is by sending a messenger (messages). Unfortunately, these messengers
can be captured by the enemy (network failure).

Is there a way for the generals to agree on a time? Well, general 1
could send a message with a proposed time to general 2 and wait for
a response. What if no response arrives, though? Was one of the mes-
sengers captured? Perhaps a messenger was injured, and it’s taking
longer than expected to arrive at the destination? Should the general
send another messenger?

You can see that this problem is much harder than it originally ap-
peared. As it turns out, no matter how many messengers are dis-
patched, neither general can be completely certain that the other army
will attack the city at the same time. Although sending more mes-

https://www.joelonsoftware.com/2002/11/11/the-law-of-leaky-abstractions/
https://www.joelonsoftware.com/2002/11/11/the-law-of-leaky-abstractions/
https://www.joelonsoftware.com/2002/11/11/the-law-of-leaky-abstractions/
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sengers increases the general’s confidence, it never reaches absolute
certainty.

Because coordination is such a key topic, the second part of this book
is dedicated to distributed algorithms used to implement coordination.

1.3 Scalability

The performance of a distributed system represents how efficiently
it handles load, and it’s generally measured with throughput and re-
sponse time. Throughput is the number of operations processed per
second, and response time is the total time between a client request
and its response.

Load can be measured in different ways since it’s specific to the sys-
tem’s use cases. For example, number of concurrent users, number of
communication links, or ratio of writes to reads are all different forms
of load.

As the load increases, it will eventually reach the system’s capacity
— the maximum load the system can withstand. At that point, the
system’s performance either plateaus or worsens, as shown in Figure
1.1. If the load on the system continues to grow, it will eventually hit
a point where most operations fail or timeout.

Figure 1.1: The system through-
put on the y axis is the subset
of client requests (x axis) that
can be handled without errors
and with low response times,
also referred to as its goodput.

The capacity of a distributed system depends on its architecture and
an intricate web of physical limitations like the nodes’ memory size
and clock cycle, and the bandwidth and latency of network links.

A quick and easy way to increase the capacity is buying more expen-
sive hardware with better performance, which is referred to as scaling
up. But that will hit a brick wall sooner or later. When that option
is no longer available, the alternative is scaling out by adding more
machines to the system.

In the book’s third part, we will explore the main architectural pat-
terns that you can leverage to scale out applications: functional de-
composition, duplication, and partitioning.

1.4 Resiliency

A distributed system is resilient when it can continue to do its job
even when failures happen. And at scale, any failure that can happen
will eventually occur. Every component of a system has a probability
of failing — nodes can crash, network links can be severed, etc. No
matter how small that probability is, the more components there
are, and the more operations the system performs, the higher the
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absolute number of failures becomes. And it gets worse, since failures
typically are not independent, the failure of a component can increase
the probability that another one will fail.

Failures that are left unchecked can impact the system’s availabil-
ity, which is defined as the amount of time the application can serve
requests divided by the duration of the period measured. In other
words, it’s the percentage of time the system is capable of servicing
requests and doing useful work.

Availability is often described with nines, a shorthand way of express-
ing percentages of availability. Three nines are typically considered
acceptable, and anything above four is considered to be highly avail-
able.

Availability % Downtime per day

90% (“one nine”) 2.40 hours

99% (“two nines”) 14.40 minutes

99.9% (“three nines”) 1.44 minutes

99.99% (“four nines”) 8.64 seconds

99.999% (“five nines”) 864 milliseconds

If the system isn’t resilient to failures, which only increase as the ap-
plication scales out to handle more load, its availability will inevitably
drop. Because of that, a distributed system needs to embrace failure
and work around it using techniques such as redundancy and self-
healing mechanisms.

As an engineer, you need to be paranoid and assess the risk that a
component can fail by considering the likelihood of it happening and
its resulting impact when it does. If the risk is high, you will need to
mitigate it. Part 4 of the book is dedicated to fault tolerance and it
introduces various resiliency patterns, such as rate limiting and circuit
breakers.

1.5 Operations

Distributed systems need to be tested, deployed, and maintained. It
used to be that one team developed an application, and another was
responsible for operating it. The rise of microservices and DevOps has
changed that. The same team that designs a system is also responsible
for its live-site operation. That’s a good thing as there is no better
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way to find out where a system falls short than experiencing it by
being on-call for it.

New deployments need to be rolled out continuously in a safe manner
without affecting the system’s availability. The system needs to be
observable so that it’s easy to understand what’s happening at any
time. Alerts need to fire when its service level objectives are at risk of
being breached, and a human needs to be looped in. The book’s final
part explores best practices to test and operate distributed systems.

1.6 Anatomy of a distributed system

Distributed systems come in all shapes and sizes. The book anchors
the discussion to the backend of systems composed of commodity
machines that work in unison to implement a business feature. This
comprises the majority of large scale systems being built today.

Before we can start tackling the fundamentals, we need to discuss the
different ways a distributed system can be decomposed into parts and
relationships, or in other words, its architecture. The architecture
differs depending on the angle you look at it.

Physically, a distributed system is an ensemble of physical machines
that communicate over network links.

At run-time, a distributed system is composed of software processes
that communicate via inter-process communication (IPC) mechanisms
like HTTP, and are hosted on machines.

From an implementation perspective, a distributed system is a set of
loosely-coupled components that can be deployed and scaled indepen-
dently called services.

A service implements one specific part of the overall system’s capa-
bilities. At the core of its implementation is the business logic, which
exposes interfaces used to communicate with the outside world. By
interface, I mean the kind offered by your language of choice, like Java
or C#. An “inbound” interface defines the operations that a service
offers to its clients. In contrast, an “outbound” interface defines opera-
tions that the service uses to communicate with external services, like
data stores, messaging services, and so on.

Remote clients can’t just invoke an interface, which is why adapters2 2 http://wiki.c2.com/
?PortsAndAdaptersArchitectureare required to hook up IPC mechanisms with the service’s interfaces.

An inbound adapter is part of the service’s Application Programming
Interface (API); it handles the requests received from an IPC mech-
anism, like HTTP, by invoking operations defined in the inbound

http://wiki.c2.com/?PortsAndAdaptersArchitecture
http://wiki.c2.com/?PortsAndAdaptersArchitecture
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interfaces. In contrast, outbound adapters implement the service’s
outbound interfaces, granting the business logic access to external
services, like data stores. This is illustrated in Figure 1.2.

Figure 1.2: The business logic
uses the messaging interface
implemented by the Kafka pro-
ducer to send messages and the
repository interface to access
the SQL store. In contrast, the
HTTP controller handles incom-
ing requests using the service
interface.

A process running a service is referred to as a server, while a process
that sends requests to a server is referred to as a client. Sometimes,
a process is both a client and a server, since the two aren’t mutually
exclusive.

For simplicity, I will assume that an individual instance of a service
runs entirely within the boundaries of a single server process. Simi-
larly, I assume that a process has a single thread. This allows me to
neglect some implementation details that only complicate our discus-
sion without adding much value.

In the rest of the book, I will switch between the different architec-
tural points of view (see Figure 1.3), depending on which one is more
appropriate to discuss a particular topic. Remember that they are just
different ways to look at the same system.
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Figure 1.3: The different archi-
tectural points of view used in
this book.





Part I

Communication





Introduction

Communication between processes over the network, or inter-process
communication (IPC), is at the heart of distributed systems. Network
protocols are arranged in a stack3, where each layer builds on the 3 https://en.wikipedia.org/wiki/

Internet_protocol_suiteabstraction provided by the layer below, and lower layers are closer
to the hardware. When a process sends data to another through the
network, it moves through the stack from the top layer to the bottom
one and vice-versa on the other end, as shown in Figure 1.4.

Figure 1.4: Internet protocol
suite

The link layer consists of network protocols that operate on local
network links, like Ethernet or Wi-Fi, and provides an interface to
the underlying network hardware. Switches operate at this layer and
forward Ethernet packets based on their destination MAC address.

The internet layer uses addresses to route packets from one machine
to another across the network. The Internet Protocol (IP) is the core
protocol of this layer, which delivers packets on a best-effort basis.
Routers operate at this layer and forward IP packets based on their
destination IP address.

The transport layer transmits data between two processes using port
numbers to address the processes on either end. The most important
protocol in this layer is the Transmission Control Protocol (TCP).

https://en.wikipedia.org/wiki/Internet_protocol_suite
https://en.wikipedia.org/wiki/Internet_protocol_suite
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The application layer defines high-level communication protocols, like
HTTP or DNS. Typically your code will target this level of abstrac-
tion.

Even though each protocol builds up on top of the other, sometimes
the abstractions leak. If you don’t know how the bottom layers work,
you will have a hard time troubleshooting networking issues that will
inevitably arise.

Chapter 2 describes how to build a reliable communication channel
(TCP) on top of an unreliable one (IP), which can drop, duplicate
and deliver data out of order. Building reliable abstractions on top
of unreliable ones is a common pattern that we will encounter many
times as we explore further how distributed systems work.

Chapter 3 describes how to build a secure channel (TLS) on top of a
reliable one (TCP), which provides encryption, authentication, and
integrity.

Chapter 4 dives into how the phone book of the Internet (DNS) works,
which allows nodes to discover others using names. At its heart, DNS
is a distributed, hierarchical, and eventually consistent key-value store.
By studying it, we will get a first taste of eventually consistency.

Chapter 5 concludes this part by discussing how services can expose
APIs that other nodes can use to send commands or notifications to.
Specifically, we will dive into the implementation of a RESTful HTTP
API.



2

Reliable links

TCP1 is a transport-layer protocol that exposes a reliable communi- 1 https://tools.ietf.org/html/
rfc793cation channel between two processes on top of IP. TCP guarantees

that a stream of bytes arrives in order, without any gaps, duplication
or corruption. TCP also implements a set of stability patterns to avoid
overwhelming the network or the receiver.

2.1 Reliability

To create the illusion of a reliable channel, TCP partitions a byte
stream into discrete packets called segments. The segments are se-
quentially numbered, which allows the receiver to detect holes and
duplicates. Every segment sent needs to be acknowledged by the re-
ceiver. When that doesn’t happen, a timer fires on the sending side,
and the segment is retransmitted. To ensure that the data hasn’t
been corrupted in transit, the receiver uses a checksum to verify the
integrity of a delivered segment.

2.2 Connection lifecycle

A connection needs to be opened before any data can be transmitted
on a TCP channel. The state of the connection is managed by the
operating system on both ends through a socket. The socket keeps
track of the state changes of the connection during its lifetime. At a
high level, there are three states the connection can be in:

• The opening state, in which the connection is being created.
• The established state, in which the connection is open and data is

being transferred.
• The closing state, in which the connection is being closed.

This is a simplification, though, as there are more states2 than the 2 https://en.wikipedia.org/wiki/
Transmission_Control_Protocol#
/media/File:Tcp_state_diagram_
fixed_new.svg

https://tools.ietf.org/html/rfc793
https://tools.ietf.org/html/rfc793
https://en.wikipedia.org/wiki/Transmission_Control_Protocol#/media/File:Tcp_state_diagram_fixed_new.svg
https://en.wikipedia.org/wiki/Transmission_Control_Protocol#/media/File:Tcp_state_diagram_fixed_new.svg
https://en.wikipedia.org/wiki/Transmission_Control_Protocol#/media/File:Tcp_state_diagram_fixed_new.svg
https://en.wikipedia.org/wiki/Transmission_Control_Protocol#/media/File:Tcp_state_diagram_fixed_new.svg
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three above.

A server must be listening for connection requests from clients before a
connection is established. TCP uses a three-way handshake to create a
new connection, as shown in Figure 2.1:

1. The sender picks a random sequence number x and sends a SYN
segment to the receiver.

2. The receiver increments x, chooses a random sequence number y
and sends back a SYN/ACK segment.

3. The sender increments both sequence numbers and replies with an
ACK segment and the first bytes of application data.

The sequence numbers are used by TCP to ensure the data is deliv-
ered in order and without holes.

Figure 2.1: Three-way hand-
shake

The handshake introduces a full round-trip in which no application
data is sent. Until the connection has been opened, its bandwidth
is essentially zero. The lower the round trip time is, the faster the
connection can be established. Putting servers closer to the clients and
reusing connections helps reduce this cold-start penalty.

After data transmission is complete, the connection needs to be closed
to release all resources on both ends. This termination phase involves
multiple round-trips.
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2.3 Flow control

Flow control is a backoff mechanism implemented to prevent the
sender from overwhelming the receiver. The receiver stores incoming
TCP segments waiting to be processed by the process into a receive
buffer, as shown in Figure 2.2:

Figure 2.2: The receive buffer
stores data that hasn’t been
processed yet by the application.

The receiver also communicates back to the sender the size of the
buffer whenever it acknowledges a segment, as shown in Figure 2.3.
The sender, if it’s respecting the protocol, avoids sending more data
that can fit in the receiver’s buffer.

Figure 2.3: The size of the re-
ceive buffer is communicated in
the headers of acknowledgments
segments.
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This mechanism is not too dissimilar to rate-limiting3 at the service 3 https://en.wikipedia.org/wiki/
Rate_limitinglevel. But, rather than rate-limiting on an API key or IP address,

TCP is rate-limiting on a connection level.

2.4 Congestion control

TCP not only guards against overwhelming the receiver, but also
against flooding the underlying network.

The sender estimates the available bandwidth of the underlying net-
work empirically through measurements. The sender maintains a
so-called congestion window, which represents the total number of out-
standing segments that can be sent without an acknowledgment from
the other side. The size of the receiver window limits the maximum
size of the congestion window. The smaller the congestion window is,
the fewer bytes can be in-flight at any given time, and the less band-
width is utilized.

When a new connection is established, the size of the congestion win-
dow is set to a system default. Then, for every segment acknowledged,
the window increases its size exponentially until reaching an upper
limit. This means that we can’t use the network’s full capacity right
after a connection is established. The lower the round trip time (RTT)
is, the quicker the sender can start utilizing the underlying network’s
bandwidth, as shown in Figure 2.4.

Figure 2.4: The lower the RTT
is, the quicker the sender can
start utilizing the underlying
network’s bandwidth.

What happens if a segment is lost? When the sender detects a missed
acknowledgment through a timeout, a mechanism called congestion
avoidance kicks in, and the congestion window size is reduced. From

https://en.wikipedia.org/wiki/Rate_limiting
https://en.wikipedia.org/wiki/Rate_limiting
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there onwards, the passing of time increases the window size4 by a 4 https://en.wikipedia.org/wiki/
CUBIC_TCPcertain amount, and timeouts decrease it by another.

As mentioned earlier, the size of the congestion window defines the
maximum number of bytes that can be sent without receiving an ac-
knowledgment. Because the sender needs to wait for a full round trip
to get an acknowledgment, we can derive the maximum theoretical
bandwidth by dividing the size of the congestion window by the round
trip time:

Bandwidth =
WinSize

RTT

The equation5 shows that bandwidth is a function of latency. TCP 5 https://en.m.wikipedia.org/wiki/
Bandwidth-delay_productwill try very hard to optimize the window size since it can’t do any-

thing about the round trip time. However, that doesn’t always yield
the optimal configuration. Due to the way congestion control works,
the lower the round trip time is, the better the underlying network’s
bandwidth is utilized. This is more reason to put servers geographi-
cally close to the clients.

2.5 Custom protocols

TCP’s reliability and stability come at the price of lower bandwidth
and higher latencies than the underlying network is actually capable
of delivering. If you drop the stability and reliability mechanisms that
TCP provides, what you get is a simple protocol named User Data-
gram Protocol6 (UDP) — a connectionless transport layer protocol 6 https://en.wikipedia.org/wiki/

User_Datagram_Protocolthat can be used as an alternative to TCP.

Unlike TCP, UDP does not expose the abstraction of a byte stream to
its clients. Clients can only send discrete packets, called datagrams,
with a limited size. UDP doesn’t offer any reliability as datagrams
don’t have sequence numbers and are not acknowledged. UDP doesn’t
implement flow and congestion control either. Overall, UDP is a lean
and barebone protocol. It’s used to bootstrap custom protocols, which
provide some, but not all, of the stability and reliability guarantees
that TCP does7. 7 As we will later see, HTTP 3 is

based on UDP to avoid some of
TCP’s shortcomings.For example, in modern multi-player games, clients sample gamepad,

mouse and keyboard events several times per second and send them
to a server that keeps track of the global game state. Similarly, the
server samples the game state several times per second and sends these
snapshots back to the clients. If a snapshot is lost in transmission,
there is no value in retransmitting it as the game evolves in real-time;
by the time the retransmitted snapshot would get to the destination,

https://en.wikipedia.org/wiki/CUBIC_TCP
https://en.wikipedia.org/wiki/CUBIC_TCP
https://en.m.wikipedia.org/wiki/Bandwidth-delay_product
https://en.m.wikipedia.org/wiki/Bandwidth-delay_product
https://en.wikipedia.org/wiki/User_Datagram_Protocol
https://en.wikipedia.org/wiki/User_Datagram_Protocol
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it would be obsolete. This is a use case where UDP shines, as TCP
would attempt to redeliver the missing data and consequently slow
down the client’s experience.
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